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Abstract

Pinna, head and body causes distortion of the perceived sound and it, in turn,
help to sound source localization in medial plane, where the interaural time
and level differences between the signals coming to both ears are the same.
Auditory model is used in this paper to analyse which spectral parts of transient
sound signal are mostly affected by the pinna, head and body in dependence
on the sound source position in space. The presented results show that mainly
influenced bands are between 5 and 12 kHz, as was already shown in literature,
and additionally to these data, some other bands located in lower frequencies
(between 1 and 4 kHz). Subjective measurements need to be done in order to
evaluate these results that lower frequencies are also important for the sound
source localization in the medial plane.

1 Introduction

Sound signal entering the ear is distorted by the head, pinna and body. This, together with
differences between sound signals entering both ears, allows humans to localize the sound source.
If the sound coming from the medial plane, sound entering the both ears should be theoretically
identical. Distortion of the sound by pinna, head and body is thus the only cue which can human
use to localize the sound signal. It was that sound signal has to be broadband and contain some
spectral components above 7 kHz to be localize in medial plane [1], [6] and [10].

Auditory model is used in this paper to analyse the sound signals coming from the different
places in the medial plane. It was done in order to assess which parts in the sound signal spectrum
are mainly affected by the pinna, head and body transfer function.

2 Head Related Transfer Function

Head Related Transfer Function (HRTF) captures the spectral changes of signal that occurs
when a sound wave propagates from sound source to the listener’s ear. The HRTF is by means
of (inverse) Fourier transform connected with the HRIR (Head Related Impulse Response) The
HRIR can be take out by means of measurement, or can be also modelled (e.g. series of filters
simulating effect of torso, shoulders, head, pinna . . . ). The set of HRIR’s used in the model is
taken from [2]. As is known from theory of signal processing, an output signal of a linear system
can be computed as convolution of an input signal and the impulse response of the system. Thus
by the convolution of a signal with HRIR for corresponding direction we can get signal entering
the ear.

Implementation in Matlab: Implementation of the convolution is done by using the conv

function in Matlab. Parameters of the function are proper input signal and the appropriate
HRIR taken taken from [2].



3 Peripheral Ear Model

Auditory model used in the paper is as well as the human auditory system composed of different
stages. The first stage is the model of auditory canal and the last stage models sound signal
processing in the neural parts of brain. Different parts of model was taken from literature and
implemented in Matlab environment.

3.1 Outer and Middle Ear Model

The outer and middle ear model was taken from the ITU norm [7]. It is reverse function to the
absolute threshold of hearing.

Figure 1: Response of the FIR filter designed according to the ITU norm [7].

Implementation in Matlab: Implementation of the model is done by using the filter

function in Matlab. Parameters of the 512th-order, FIR filter where calculated by means of the
fir2 function. Sample function used for the data processing was 44.1 kHz.

3.2 Inner Ear Model

The second stage of the model is a cochlear frequency selectivity model. It was designed by [9].
Diagram of one model section (dual resonance nonlinear filter) is shown in Fig. 2. The overall
model is composed of dual resonance nonlinear filterbank with 321 DRNL filters. The output
of each DRNL filter represents the velocity of vibrations of the certain point along the basilar
membrane. Values of the DRNL filter center frequencies were distributed between 235 Hz to
14.5 kHz. the separation of center frequencies is one equivalent rectangular bandwidth (ERB) [5].

The DRNL filter response is nonlinear for signal frequencies close to the filter’s center
frequency. It is in accordance with physiological observation of the basilar membrane response
in mammals [9].



Figure 2: Diagram of the dual resonance nonlinear filter. The filter has two parts. The first one
is linear and the second one nonlinear. Nonlinear stage is dominant for the signal frequencies
close to the filter’s center frequency and for the low level signals [9].

Implementation in Matlab: Matlab implementation of the DRNL filterbank is one func-
tion [out cfArray] = drnl(fs,CFmin,CFmax,NrDRNL,otherPar,x), where out is output ma-
trix. Each column of matrix contain sound samples in one channel. cfArray is a vector with
the DRNL filter center frequencies. Input parameters to the function are sample frequency
fs, minimal and maximal value of center frequency and number of channels in the filterbank
CFmin,CFmax and NrDRNL, respectively. Other parameters of the DRNL filterbank are in the
structural variable otherPar. Vector of the input signal to the DRNL filterbank is in the variable
x.

The DRNL filterbank input signal is then sequentially processed by the different parts
of the DRNL filter. Processing is done separately for each channel by using the for function.
Filtration of the signal is done by means of Matlab filter function.

4 Central Ear Models

IHC model, function of auditory nerves and models of higher neural parts of the auditory system
are included in a central ear model.

4.1 Inner Hair Cell Model

BM vibrations causes displacement of cilias on the top of the inner hair cells. The cilia displace-
ment opens ion channels and it induces other chemical processes inside the IHC [3]. Consequence
of this processes is the changing of the potential between inside of the IHC and outer space.
Change of the membrane potential then causes generation of electrical action potentials which
are transmitted by the auditory nerves into the brain.

The probabilistic model of IHC was designed by Dau [3]. The BM vibration signal is firstly
half-wave rectified and then filtered by the first order, butterworth low-pass filter with cutoff
frequency 1 kHz. This process roughly simulates transformation of the BM vibration velocity
to the membrane potential inside the IHC. The signal is then compared with the threshold
value in order to model the absolute threshold of hearing and then processed by five non-linear



feedback loops with different time constants. The model response is nonlinear for stationary
input signals and it shows enhancement for rapid signal fluctuations (faster then time constants
in the feedback loops) and for the signal onset.

Figure 3: Diagram of the IHC model with feedback loops.

This model has a high degree of compression for stationary sound signals ( 2n
√
x, where

n is the number of feedback loops and x is the input signal. Five feedback loops where used
according to [3] with time constants ranging from 5 to 500 ms.

Implementation in Matlab: Inner hair cell model is implemented in the function out =

IHC Dau(fs,parIHC,in), where out is the output matrix. Timedomain signal for each channel
is in one column. Sample frequency and model parameters are in the variables fs and parIHC,
respectively. Input signal to the model in is the output matrix of the DRNL filterbank.

BM velocity signal is firstly half-wave rectified. All signal samples whose value is less than
0 are set equal to 0 (in(in<0) = 0). Signal is then filtered by means of the filter function.
Filter coefficients are calculated by means of the butter function. Sound signal is then powered
by 2 and compared with the threshold, it is implemented similarly like the aforementioned
half-wave rectification.

Five stages feedback loop is implemented in the for cycle. It is direct implementation of

Figure 4: On the left: Histogram of the electrical action potential rate in one auditory nerve
of mouse in response to pure tone stimulation [11]. On the right: Output of the IHC model in
response to 1 kHz 60 dB pure tone. CF of the model is 1 kHz too.



differenc equation. It is done by means of the for cycle.

4.2 Modulation filterbank

Human auditory system can detect amplitude modulation (AM) [3]. The model simulating this
phenomenon was taken from Jepsen et al. [8]. The input signal representing the probability
of the spike generation (the output signal of the IHC model presented above) is processed
by a first-order lowpass filter with cutoff frequency at 150 Hz. The filter simulates decreasing
sensitivity to amplitude modulation as a function of the modulation frequency. Since it was
observed that thresholds measured with narrow-band noise carriers show low-pass and also
high-pass characteristics depending on the bandwidth of noise, the signal is then processed by
a modulation filterbank [8].

The lowest modulation filter is lowpass filter with cutoff frequency at 2.5 Hz. Other mod-
ulation filters are bandpass filters. Bandwidth of the modulation filter tuned to 5 and 10 Hz is
5 Hz. Center frequencies of modulation filters above 10 Hz are logarithmically scaled and the
filters have constant quality value of 2. The maximum center frequency of the modulation band-
pass filter is set to quarter of the CF value of the each model section. The upper limit is 1 kHz
and thus the maximum number of modulation filters is 12. Magnitude transfer functions of the
filters are overlapped at their -3 dB points. The filters are designed as complex frequency-shifted
first-order lowpass filters and thus the output is complex value. For the filters centered at and
below 10 Hz, the real value of the output is considered and for the filters centered above 10 Hz
the absolute value is considered and moreover, the output of the filters is attenuated by a factor
of
√

2. Attenuation ensures that RMS values of the all channels are same in response to the
sinusoidal AM input signal of the same modulation depth [8].

Implementation in Matlab: Modulation filterbank is implemented in the function MFB. The
function declaration is [out] = MFB(fs,cfBM,par,in). Sample frequency and vector of DRNL
filterbank center frequencies is in the variables fs and cfBM, respectively. Parameters of the
filterbank are in the structural variable par. Matrix of the input signal which is the output of
the adaptation feedback loop is in the variable in. The output matrix out is three-dimensional.

Filtration is done by the Matlab function filter. Two for cycles are used in the MFB

function. One of them for processing different channels of the input signal and one of them for
filtration by different modulation filters.

5 Evaluation of the Model Output Signals

Sound signals coming to the auditory canal from different angles in the medial plane are indepen-
dently processed by the auditory model. The cross-correlation coefficients are then calculated
in 10 ms long frames of the corresponding model output signals. It is schematically shown in
Fig. 5 . The equation for calculating the cross-correlation coefficients is

rfm =

N∑
t=1

(xtfm − xfm)(ytfm − yfm)√√√√ N∑
t=1

(xtfm − xfm)2
N∑
t=1

(ytfm − yfm)2

, (1)
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Figure 5: Diagram of the evaluation of the input sound signals coming to the ear from medial
plane

where xt and yt are the model output signals in one frequency and modulation frequency channel
and x and y are the mean values calculated over time (for 10 millisecond frames). It means
that the output signal rfm is a two-dimensional matrix. Mean value of the rfm signal is then
calculated across modulation frequencies by this equation

rf =

M∑
m=1

rfm

M
, (2)

where M is the number of modulation filters. The overall output signal can be called correlation
matrix or difference pattern.

Implementation in Matlab: Implementation of the evaluation stage in the Matlab is done
simply just by implementation of the aforementioned equations. It is done in the function called
kross whose declaration is r m = kross(fs,x in,y in,t frame,aux), where r m is the output
correlation matrix, fs, x in, y in is sample frequency, the first input matrix and the second
input matrix (outputs of the auditory models), respectively. The last two parameters t frame

and aux is the duration of the frame in which is the crosscorrelation calculated and auxiliary
input giving information which modulation channels are without signal. It is because not all
modulation channels are used for the lowest center frequencies of the cochlear model.

One for cycle is used in the kross function. It is because signal is processed sequentially
in the frames.

6 Results

6.1 Model output signal

Since the modulation filterbank is used as the last stage of the auditory model, the output signal
is a three-dimensional matrix. The output signal obtained by means of the model in response
to the transient input sound signal (castanets) is in Fig. 6. The output signals where summed
across the modulation channels in order to be visualized.

The model outputs obtained in response to two sound signals coming from different angles
in medial plane were compared. Obtained results tell us how high are the audible differences



Figure 6: The auditory model output signal in response to the castanets

between two signals. It can tell us in which band is the localization of the sound signal mostly
influence by pinna, head and body distortion.

6.2 Analysis of the HRTF in the medial plane

Analysis was done for the sound signal composed of castanets. The elevation was changed from
-45 degrees to 85 degrees.

Responses on sound signals filtered by the HRTF function for different elevations ranging
from -45 degrees to 85 degrees were compared with responses in case of not filtered sound signal
(reference sound signal). Crosscorrelation matrix obtained by comparing the reference signal
with the sound signal filtered by HRTF function for azimuth 0 degrees and elevation -45 degrees
is shown in Fig. 7. It can be concluded from the obtained data that the pinna and head affects
the signal for the lowest elevations mainly in the frequency band around 6.5 kHz and 10 kHz.
The change in the obtained results for the highest elevations is mainly at the higher frequencies,
between 10 kHz and 15 kHz. Some accordance with the presented HRTF data from the same
subject and analysis of the minimum and maximum of the HRTF function can be seen between
the obtained results and the analysis of HRTF function for the same subject presented in the
paper [4].

The difference patterns obtained by means of the auditory model in response to the sound
signals filtered by the HRTF function for neighbouring elevations. The analysis was done with
the elevation step approximately 6 degrees.

Here are the frequencies where the largest changes in the model output data were observed.

• -45 and -39 degrees – 1 kHz, 2.5 kHz, 7 kHz and 10 kHz.

• -22 and -16 degrees – 2 kHz, 5.5 kHz, 7 kHz and 10 kHz.

• 0 and 6 degrees – 1.1 kHz 3 kHz, 5.3 kHz and 8.5 kHz



Figure 7: Crosscorrelation matrix obtained by comparison the model outputs in response to the
sound signal filtered by the HRTF function for -45 degree elevation and signal which was not
filtered by the HRTF.

• 18 and 22 degrees – 1 kHz, 2.3 kHz, 3.1 kHz, 9.01 kHz and around 14 kHz

• 39 and 45 degrees – 2 kHz, 3 kHz and 10 kHz

• 78 and 84 degrees – 2.7 kHz and between 10 kHz and 13 kHz

Figure 8: Crosscorrelation matrix obtained by comparison the model outputs in response to the
sound signal filtered by the HRTF function for 0 degree elevation and 6 degree elevation.

The fact that HRTF function affects sound signal mainly at high frequencies is in accor-
dance with publications [1] and [10].



7 Conclusion

Sound signals coming from the different directions in the medial plane were analysed by means
of an auditory model. Transient sound signal (castanets) was used. It was filtered by HRTF
filters [2] to model different directions of incoming sound and then processed by the auditory
model. Crosscorrelation of the model outputs was done in order to obtain similarity patterns
(crosscorrelation matrix) for neighbouring directions and also for the signal coming from differ-
ent directions and reference (not filtered) sound signal. Matlab environment was used for the
implementation of the auditory model, HRTF filtration of the sound signals and other needed
sound signal processing in the presented simulations.

It can be concluded from the obtained data, that people are able to localize sound signals
in medial plane mainly because HRTF filtration is different in the frequency region higher than
5 kHz. The same results were obtained in the literature (see [1], [6] and [10]). It means
that proposed method for analysis of HRTF function gave relevant data. It should be also
mentioned, that the results in comparison with the current literature, indicates that important
spectral components for the sound signal localization are also in the spectral region between 1
and 4 kHz. This results should be connected with distortion of the sound signal by human body.
Psychophysical measurements need to be done in order to verify these results.
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Department of Radioelectronics, FEE, CTU in Prague, Technická 2, 166 27 Praha 6, Czech
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