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Abstract

The implementation of self organizing map (SOM) and its application to the anal-
ysis of biomedical images are presented. The SOM algorithm was implemented in
MATLAB program suite with various optional parameters enabling the adjust-
ment of the model according to the user’s requirements. For easier application
of SOM the graphical user interface has been developed. The segmentation and
edge detection procedures are critical steps in the analysis of biomedical images,
enabling for instance the detection of the abnormal structure or the recognition
of different types of tissue. The self-organizing map provides a quick and easy ap-
proach for these tasks with satisfying quality of outputs, which has been verified
using the high-resolution CT images capturing the expressions of the Granulo-
matosis with polyangiitis (GPA) disease.

1 Introduction

The self-organizing map (SOM) [7, 12] is widely applied approach for clustering and pattern
recognition that can be used in many stages of the image processing, e. g. in color image seg-
mentation [10], generation of a global ordering of spectral vectors [14], image compression [13],
binarisation document [4] or texture edge detection [9] etc.

In the contribution, the implementation of SOM in MATLAB is presented and the verifi-
caion of the abilities of the implemented SOM for analysis of biomedical images is showed.

2 Software Description

The SOM algorithm was implemented in MATLAB program suite [2] with various optional
parameters enabling the adjustment of the model according to the user’s requirements. For
easier application of SOM the graphical user interface (GUI) was developed, see Figure 1. [1]

2.1 Basic Settings

A SOM has two layers of neurons, see Figure 2. The input layer (size N x1) represents input
data x1, x2, , xM (M inputs, each input is N dimensional). The output layer (size K xL),
that may have a linear or 2D arrangement, represents clusters in which the input data will
be grouped. Each neuron of the input layer is connected with all neurons of the output layer
through the weights W (size of the weight matrix is K xLxN )

Using GUI the user can set the structure of network, i. e. determine the location of the file
with input data and define the size of the output layer of SOM, see Figure 1 part 1.

2.2 Learning

A SOM is neural network with unsupervised type of learning, i. e. no cluster values denoting
an a priori grouping of the data instances are provided.

The learning process is divided in epochs, during which the entire batch of input vectors
is processed. The epoch involves the following steps:



Figure 1: The graphical user interface of the implemented SOM: 1 The basic settings of SOM,
2 The selection of the number of epochs, 3 The settings of learning parameter, 4 The settings of
neighbourhood, 5 The Setting of weights, 6 The Setting of distance measure, 7 The ’Run SOM’
button

Figure 2: Structure of SOM



1. Consecutive submission of an input data vector to the network.

2. Calculation of a distances between the input vector and the weight vectors of the neurons
of the output layer.

3. Selection of the nearest (the most similar) neuron of the output layer to the presented
input data vector.

4. An adjustment of the weights.

The weights adapt during the learning process based on a competition, i. e. the nearest
(the most similar) neuron of the output layer to the submitted input vector becomes a winner
and its weight vector and the weight vectors of its neighbouring neurons are adjusted according
to

W = W + λ φs (xi −W), (1)

where W is the weight matrix, xi the submitted input vector, λ the learning parameter deter-
mining the strength of the learning and φs the neighbourhood strength parameter determining
how the weight adjustment decays with distance from the winner neuron (it depends on s,
the value of the neighbourhood size parameter).

Using GUI the user can set the parameters of the learning process including the number
of epochs, see Figure 1 part 2.

2.2.1 Learning Parameter

The learning parameter, corresponding to the strength of the learning, is usually reduced during
the learning process. It decays from the initial value to the final value, which can be reached
already during the learning process, not only at the end of the learning. There are several
common forms of the decay function see Figure 3:

1. No decay
λt = λ0, (2)

2. Linear decay

λt = λ0

(
1− t

τ

)
, (3)

3. Gaussian decay

λt = λ0e
− t2

2τ2 , (4)

4. Exponential decay

λt = λ0e
− t
τ , (5)

where T is total number of iterations, λ0 and λt are the initial learning rate and that at iteration
t, respectively. The learning parameter should be in the interval < 0.01, 1 >.

Figure 1 part 3 shows options of the GUI regarding the learning parameter.The initial and
final values of learning parameter have to be set. The initial value should be close to 1, the final
value should be small, but not smaller than 0.1. Simultaneously, a point in the learning process
in which the learning parameter reaches the final value has to be determined. It is represented
as a number between 0 and 1. The learning rate decay has to be set as well.



Figure 3: Learning rate decay function (dependence of the learning parameter on the number
of iterations): a) No decay, b) Linear decay, c) Gaussian decay, d) Exponential decay

2.2.2 Neighbourhood

In SOM learning not only the winner but also the neighbouring neurons adjust their weights. It
produces topology preservation. There several ways to define a neighbourhood (see Figure 4).
All neighbour weight vectors are shifted towards the presented input vector, however, the win-
ning neuron update is the most pronounced and the farther away the neighbouring neuron is,
the less its weight is updated. The neighbourhood strength function determines how the weight
adjustment decays with distance from the winner. The neighbourhood size function determines
how the size of neighbourhood decays with increasing number of iterations.

Figure 4: Types of neighbourhood: a) Linear arrangements, b) Square arrangements, c) Hexag-
onal arrangements

Figure 1 part 4 shows options of the GUI regarding the neighbourhood. The initial and
final values of the neighbourhood size have to be set. The initial value can be up to the size of
the output layer, the final must not be less than 1. That point in the learning process has to
be determined, in which the neighbourhood size reaches the final value, i. e. number between 0
and 1. The neighbourhood size decay has to be set as well.

2.2.3 Weights

The implemented SOM is trained in recursive mode, i. e. the weights of the winning neurons are
updated after each insertion of an input vector. The user has to choose the type of the weights
initialization, see Figure 1 part 5 and Figure 5.

2.2.4 Distance Measures

The criterion for victory in the competition of the neurons of the output layer, i. e. the measure
of the distance between the presented input vector and its weight vectors, may have many forms.
The most commonly used are:



Figure 5: Weight vectors initialization: a) Random small numbers, b) Vectors near the center
of gravity of inputs, c) Randomly chosen some input vectors as initial weight vectors

1. Euclidean distance

dj =

√√√√ N∑
i=1

(xi − wji)
2, (6)

2. Correlation

dj =
N∑
i=1

(xi − x)(wji − wj)

σxσwj
, (7)

3. Direction cosine

dj =

∑N
i=1 xiwji

‖xi‖‖wji‖
, (8)

4. Block distance

dj =
N∑
i=1

|xi − wji|, (9)

where xi is i -th component of the input vector, wji i-th component of the j -th weight vector, N
dimension of the input and weight vectors, x mean value of the input vector x, wj mean value
of the weight vector wj , σx standard deviation of the input vector x, σwj standard deviation of
the weight vector wj , ‖xi‖ length of the input vector x and ‖wji‖ length of the weight vector wj .

The implemented SOM offers several measures of the closeness of a weight vector to
an input vector, which the user can select, see Figure 1 part 6).

2.2.5 Results of SOM

The learning progress criterion, minimized over the learning process, is the sum of distances
between all input vectors and their respective winning neuron weights, calculated after the end
of each epoch, according to

D =
k∑

i=1

∑
n∈ci

(xn −wi)
2, (10)

where xn is the n-th input vector belonging to cluster ci whose center is represented by wi

(e. i. the weight vector of the winning neuron representing cluster ci).

The weight adjustment corresponding to the smallest learning progress criterion is the re-
sult of the SOM learning process. These weights represent the cluster centers.



For the best result, the SOM should be run several times with various settings of SOM
parameters to avoid detection of local minima and to find the global optimum on the error
surface plot.

Pressing the button ’Run SOM’ in the GUI, the SOM starts to run, see Figure 1 part 7.

3 Software Verification

The verification of the software was based on detection of all three expression forms of the GPA
disease [6, 8, 3, 11] in high-resolution CT images (provided by Department of Nephrology, First
Faculty of Medicine and General Faculty Hospital, Prague, Czech Republic), see Figure 6, 7, 8.
The obtained results were discussed with an expert that confirmed the suitability of the software
for analysis of images with GPA expressions. For more information about the study see [5].

(a) (b)

Figure 6: Detection of granuloma. (a) Transverse high-resolution CT image of both lungs
with active granulomatosis (white arrow). b) The edge detection result obtained by the SOM.
The granulomatosin is detected with sufficient accuracy

(a) (b)

Figure 7: Detection of masses. (a) Coronal high-resolution CT image of both lungs with masses
(white arrows). Possibility of the detection of the masses is aggravated by the‘ground-glass
surrounding the lower part of the first mass and the upper part of the second mass. The artifacts
originated by coughing movements of the patient makes the detection process difficult as well.
(b) The edge detection result obtained by the SOM. The‘masses are detected and distinguished
from the ground-glass with sufficient accuracy



(a) (b) (c)

Figure 8: Detection of ground-glass. (a) Coronal high-resolution CT image of both lungs with
ground-glasses (white arrows). Possibility of the detection of the ground-glasses is complicated
by the masses in close proximity to the ground-glasses. The artifacts originated by coughing
movements of the patient makes the detection process hard as well. (b) The edge detection
result obtained by the SOM. The ground-glasses are detected and distinguished from the masses.
(c) The overlap of the original CT image and the edge detection result (cyan color)
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